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● The oldest recorded studies in camouflaged objects come from papers by 
Thayer and Cott classifying camouflage into natural (e.g. animals) and 
artificial (e.g. adulterants, defective products) kinds.

● The most well-known datasets prior to COD10K were the unpublished 
CHAMELEON and CAMO, however both provided few images of acceptable 
quality and were sparsely annotated.

● Detection of camouflaged objects was performed at a pixel-level, by 
assigning each pixel with a confidence probability. The higher the 
probability, the greater are the chances of the pixel belonging to a 
camouflaged object.

● The MAE metric, while popular with salient object detection, cannot judge 
structural similarities, hence the need for a new evaluation metric.

https://en.wikipedia.org/wiki/Concealing-Coloration_in_the_Animal_Kingdom
https://en.wikipedia.org/wiki/Adaptive_Coloration_in_Animals
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COMPETITOR 1



● A PyTorch DataLoader is defined to collate the training as well as test 

datasets into separate iterable dataloader objects.

● The images are then resized, converted to a PyTorch tensor and 

normalized.

● Images are further processed into one of two forms:

○ Colour image to 3-channel RGB image

○ Colour image to single channel grayscale image (“L” mode)



● SINet framework

○ Search Module(search of camouflaged objects)

○ Identification Module(precise detection)
(Inspired by hunting!)

● Two Components

○ Receptive Field Module

○ Partial Decoder Component

Switcher: Search Attention Module 





● BConv:

○ Convolutional layer

○ Batchnorm layer

○ ReLU activation



● Uses Receptive Field component to incorporate more discriminative feature 
representations during the searching stage

● For input image, set of features extracted from ResNet50:
○ X0, X1 : Low level features
○ X2 : Middle level features
○ X3, X4 : High level features

● Extracted features concatenated, upsampled, downsampled to form dense net
● Set of enhanced features are obtained after feeding into RF component for 

learning robust cues



● Includes 5 branches: b_k,(k=1,...,5)
● In each branch:

○ First conv. layer has 
dimensions as 1x1 to reduce 
the channel size to 32

○  Followed by (2k-1)x(2k-1) 
Bconv layer & dilation = 2k-1

● b_1, b_2, b_3, b_4: concatenated
● b_5 added and model fed to ReLU



● Uses Partial Decoder component(PDC) to precisely detect candidate 
features obtained from previous search module

● PDC:
○  Integrates 4 levels of features from Search Module
○ Obtains coarse camouflaged map C_s

● Switcher Search Attention Module Introduced which:
○ Enhances middle level features X2
○ Effectively eliminates interference from irrelevant features



● New features generated from 
existing features coming from 
search and identification stages

● Element-wise multiplication 
         adopted to decrease the gap  
         between adjacent features  
         



● The features coming from search and identification stages are 

given as: 

● New features generated from PDC:

● Shallow features:

● Deeper features:
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https://openaccess.thecvf.com/content_CVPR_2020/papers/Fan_Camouflaged_Object_Detection_CVPR_2020_paper.pdf
https://openaccess.thecvf.com/content_CVPR_2020/papers/Fan_Camouflaged_Object_Detection_CVPR_2020_paper.pdf
https://drive.google.com/file/d/1vRYAie0JcNStcSwagmCq55eirGyMYGm5/view
https://github.com/DengPingFan/SINet
https://www.youtube.com/watch?v=DkNIBBBvcPs
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